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Abstract

In this paper we explore what predicts data
quality and participation by human sub-
jects in an online, games-for-science com-
munity. The advent of games for sci-
ence, citizen science, and online laborato-
ries represent a new world of possibilities
for conducting scientific research with hu-
man subjects. However, many questions
remain about the quality of participation
across individual games. In this paper, we
use data on user behavior from a unique
dataset of 40,000 game sessions across
14 studies to explore what factors predict
game completion, consent, and data qual-
ity among volunteer participants on a sin-
gle platform called Volunteer Science.

1 Introduction

There is a growing community of scientists con-
ducting research with human subjects online
through the frame of games for science, citizen
science, and the online lab. These online stud-
ies include human intelligence tasks like image
tagging (Von Ahn et al., 2008; Raddick et al.,
2010); gamified problem solving (Khatib et al.,
2011; Srensen et al., 2016); and behavioral exper-
iments (Radford et al., 2016; Reinecke and Gajos,
2015; Germine et al., 2012). The power of these
studies is leading many to develop online plat-
forms for recruiting subjects.

The most common is the creation of paid on-
line subject pools like Mechanical Turk, Prolific,
and Crowdflower (Paolacci and Chandler, 2014;
Peer et al., 2017; Vakharia and Lease, 2015) as
well as volunteer pools like Zooniverse (Simpson
et al., 2014), Lab in the Wild (Reinecke and Gajos,
2015) and TestMyBrain (Germine et al., 2012).
Second, researchers are building study develop-
ment platforms – codebases which make devel-

oping scientific games easy (McKnight and Chris-
takis, 2016; Mao et al., 2012). Finally, others are
combining the two into a single online lab plat-
form (Radford et al., 2016).

2 Problem Overview

The promise of these platforms is that they offer
a large pool of low-cost or free subjects for on-
line research. A variety of studies have now shown
that paid and unpaid subjects can reproduce many
of same findings as traditional subject recruitment
methods (Radford et al., 2016; Germine et al.,
2012; Reinecke and Gajos, 2015; Peer et al., 2017;
Crump et al., 2013; Rand, 2012).

A number of challenges have arisen for con-
ducting research using online subject pools. Pao-
lacci and Chandler (2014) find that online samples
may be becoming non-naive and dishonest, result-
ing in poor data with less statistical power (Chan-
dler et al., 2015). Peer et al. (2017) find that work-
ers on Mechanical Turk were more attentive, but
less naive and more dishonest than workers on
Crowdflower and Prolific. Finally, Zhou and Fish-
bach (2016) show that selective attrition – differ-
ent subjects quitting different games at different
times – can lead to spurious results.

3 Study

In this study, we use a unique dataset of 40,000
game sessions across 14 studies conducted with
volunteers on Volunteer Science. These studies,
originally published online (Radford et al., 2016),
include canonical psychology, economics, sociol-
ogy, and computer science experiments. We sup-
plement this data with ongoing data collection as
well as unpublished demographic and survey data.

We explore three questions: what predicts fre-
quent participation in multiple studies (i.e. who
are the power users?); what predicts data quality
including completion, consent, cheating, and re-
peat players; and how do frequent participation



and high and low quality participation affect the
original results.

4 Results

4.1 Participation and Quality

In all, 25,021 unique participants have played
41,872 games, consenting to 25,101 having games
donated for science. 6,242 participants played
more than one game and 1,104 returned for more
than one session, which we define as playing a
game after at least an hour break. The mean num-
ber of games a user plays is 1.67 with a variance of
3.8. The average participant engages in 1.05 ses-
sions with a variance of .10, which we define re-
turning to play a game after at least an hour break.
This means that, as with most websites, most par-
ticipants engage once and then never return.

Tests designed by Clauset et al. (2009) and im-
plemented by Gillespie (2015) show the distribu-
tion of repeat game playing fit a log-normal distri-
bution. Sessions fit a power-law distribution. Both
patterns fit with activity on other online platforms
like Wikipedia edits, online comments, and friend-
making (Geiger and Halfaker, 2013; Wilkinson,
2008). The reason, we believe, game playing fol-
lows a log-normal curve is that the inclination to
play many games begins to decrease over time as
players run out of games to play, causing a dip in
activity at higher levels of engagement. However,
people returning for more sessions don’t display
this degradation in participation.

We divide our users into three groups: returners,
explorers, and one-timers. Returners (n=1,104)
are those who participate in more than one ses-
sion. Explorers (n=5,138) are users who partici-
pate in only one session, but who play more than
one gasme in that session. Finally, one-timers are
players who play once and never return. Returners
and explorers are both more likely to do the things
we want our participants to do. First, they con-
sent to their games more often: returners (81.2%),
explorers (68.8%), one-timers (43%). They are
also more likely to participate in more games per
session: returners (2.37 games), explorers (3.33
games), and one-timers (1.0 game by definition).
Finally, they play more types of games: returner
(2.54 types), explorer (2.26 types), one-timer (1.0
by definition).

Returners and explorers are also, unfortunately,
more likely to exhibit what we call “adversarial
behavior:” providing illogical answers, respond-

ing more quickly to surveys than is feasible (less
than ten seconds), and filling out surveys with the
same answer throughout (e.g. selecting “Agree
Strongly” for all questions). In all, we observed
280 instances of adversarial behavior from 197
participants (0.7% of all participants). Of these,
127 were explorers and 48 were returners. Only 22
were one-timers. For those who exhibited adver-
sarial behaviors, returners did so in only 19% of
their games while explorers did so on 32% of their
games. Those who provide bad data do not do so
on all of their games, but a fairly small percentage
of their games. This indicates that the few partic-
ipants engaging in these behaviors are testing the
system rather than attempting to undermine it.

4.2 Effect on Prior Results

Our second set of questions involved whether dif-
ferent kinds of users produced different kinds of
data. We re-ran the analysis in (Radford et al.,
2016) comparing data from repeaters, explorers,
and one-timers. We find substantial differences in
the behavior of explorers and repeaters versus one-
timers.

One substantial difference we found is for users
in social dilemma games. We did find what Chan-
dler et al. (2015) report: the effect size for re-
peat participants is smaller than the effect size for
one-timers. In these experiments, this reduction
is not due to repeatedly playing the same game.
It is more a feature of returners and explorers
preferences, specifically returners and explorers
are much more likely to defect than one-timers.
This reduces the effect size by compressing the
variance in returner and explorer behavior across
experimental conditions. In other words, even
though we vary the payoffs in prisoners dilemma
and commons experiments substantially, returners
and explorers are uniformly more likely to defect
(use the commons or testify) than one-timers.

This willingness to defect may indicate a lack
of seriousness on the part of returners and explor-
ers. Perhaps the rewards and punishments of these
dilemmas are less salient to repeaters? This does
not seem to be the case. When we examined their
behavior on the reaction time experiments, re-
peaters and explorers performed much faster than
one-timers and, when repeating the experiment,
improved their reaction time by almost 100 mil-
liseconds on average. This indicates a substantial
increase in quality engagement with the reaction



time experiments. More likely then, repeaters and
explorers appear to have systematically different
tastes in social dilemmas than one-timers.

We find no systematic differences in the remain-
ing studies. Explorers, Returners, and one-timers
perform the same on the anchoring effect and dis-
ease problem questions. On Timed risk reward,
where we expect to see a negative correlation be-
tween the perceived risks of a technology (in our
study we use bicycles, pesticides, chemical plants,
and alcohol), the effects are slightly reduced for
returners and explorers on some technologies (al-
cohol) but larger in others (pesticides).

We see a similar pattern of inconsistent results
in the big five personality survey. In the original
study, we independently validated the five dimen-
sions. Only two items failed to load on their ap-
propriate dimension (routine and inartistic). Using
data for returners, two additional items failed to fit
on their target dimension: planning and assertive-
ness. For explorers, two different items failed to
load: depression and fault-finding. Finally, for
one-timers, three items failed to load in addition
to the two original items: quarrelsomeness, effi-
ciency ,assertiveness.

The lack of a consistent pattern in the big five
and the behavioral economic studies indicate the
differences found are likely the result of error
rather than any persistent differences between the
three types of participants.

5 Discussion

Platforms for scientific games offer a promise
to researchers that recruiting subjects collectively
will reduce the costs and increase the quality of
research with human participants. However, re-
search using crowdwork platforms like Mechani-
cal Turk indicate that participants may profession-
alize, becoming aware of the study conditions and
either not engaging in them fully or learning to
game the system.

In this study, we divided our participant pool
into three distinct group: one-timers, returners,
and explorers in order to determine the behavior of
participants in each group and their effect on par-
ticular studies. Returners and explorers were both
more likely to do the things scientist need them to
do: participate in many studies from to beginning
to end and sign the consent form. These partici-
pants were also more likely to provide poor quality
data than one-timers. However only 0.7% of users

ever behaved in such an adversarial way and those
that did behave adversarially did so infrequently.

Thus, returners and explorers, those participants
most likely to engage in many studies on a sin-
gle platform are generally a well-behaved sub-
ject pool. However, there may be some problems
with sharing these studies for some study types.
While returners and explorers generally replicated
the results found in behavioral economics and per-
sonality, they demonstrated increased engagement
in the cognitive tasks (Flanker and Stroop) and
were substantially more likely to defect in social
dilemma games than one-timers.

This variability in the differences between one-
timers and explorers and returners indicates that
the advantages or disadvantages of sharing sub-
jects are not uniform. It may benefit some study
types and hurt others. More research is needed
to understand the differences observed here. For
example, it is possible that the decreased reac-
tion time is the effect of practice or concentration
which should be higher among returners and ex-
plorers. It could be that returners and explorers
are more likely to be younger than one-timers. For
the social dilemmas, a similar practice effect may
be occurring. Alternatively, returners and explor-
ers may be more aware of the fact that they are
playing with bots and so may not perceive a social
stigma against defecting.

These results indicate that collectivizing subject
recruitment through shared platforms does lead to
repeat participation from high quality participants.
With appropriate data quality controls, it is possi-
ble to recruit subjects openly on these platforms.
However, there are some cases where sharing sub-
jects may lead to highly skewed results and more
research is needed to understand the conditions in
which this occurs.
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